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Verifying Curve25519 Software 
[CCS’14]

• Formal verification of the central hand-optimized assembly 
routine (ladderstep) of Curve25519 Diffie-Hellman key-exchange 
software [Ber06] 

• Two implementations [BDL+11] written in qhasm [Ber] 
(~1.5K LOC) 

• Speed-record holder 

• Reproduce a bug previously found by the developers 

• Verified the corrected version
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a joint work with Yu-Fang Chen et al.
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Applications of Curve25519

• OpenSSH 

• iOS 

• Apple HomeKit 

• Tor 

• …
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Ladderstep
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Cryptographic software must be more than correct, it
must avoid leaks of secret information through side chan-
nels. For example, if the execution time of cryptographic
software depends on secret data, this can be exploited by
an attacker in a so-called timing attack. As a consequence,
countermeasures against side-channel attacks have also been
formalized. For example, Bayrak et al. [8] use SAT solving
for the automated verification of power-analysis countermea-
sures. Molnar et al. [30] describe a tool for static analysis of
control-flow vulnerabilities and their automatic removal.

Availability of software. To maximize reusability of our
results we placed the tools and software presented in this
paper into the public domain. They are available at http:
//cryptojedi.org/crypto/#verify25519.

Organization of this paper. Section 2 gives the necessary
background on Curve25519 elliptic-curve Di�e-Hellman key
exchange. Section 3 reviews the two di↵erent approaches for
assembly implementations of arithmetic in the field F2255�19

used in [13]. Section 4 gives the necessary background on
verification techniques and describes the tools we use for
verification. Section 5 details our methodology. Section 6
presents and discusses our results. We conclude the paper
and point to future work in Section 7.

2. CURVE25519
To establish context, we briefly review the basics of elliptic-

curve cryptography. For more information see, for exam-
ple, [6, 27]. Let Fq be the finite field with q elements. For
coe�cients a1, a2, a3, a4, a6 2 Fq, an equation of the form

E : y2 + a1xy + a3y = x

3 + a2x
2 + a4x+ a6

defines an elliptic curve E over Fq (if certain conditions hold,
cf. [27], Chapter 3). The set of points (x, y) 2 Fq ⇥ Fq that
fulfill the equation E, together with a “point at infinity”,
form a group of size ` ⇡ q, which is usually written ad-
ditively. Addition under this group law is e�ciently com-
putable through a few operations in the field Fq. Given a
point P on the curve and a scalar k 2 Z it is easy to do a
scalar multiplication k · P ; the number of group additions
required for a such a scalar multiplication is linear in the
length of k (i.e., logarithmic in k).
In contrast, for a su�ciently large finite field Fq, a suit-

ably chosen curve, and random points P and Q, computing
the discrete logarithm logP Q, i.e., finding k 2 Z such that
Q = k · P , is hard. More specifically, for elliptic curves
used in cryptography, the best known algorithms takes time
⇥(
p
`). Elliptic-curve cryptography is based on this di↵er-

ence in the complexity for computing scalar multiplication
and computing discrete logarithms. A user who knows a
secret k and a system parameter P computes and publishes
Q = k · P . An attacker who wants to break security of the
scheme needs to obtain k, i.e., compute logP Q.

Curve25519 is an elliptic-curve Di�e-Hellman key exchange
protocol proposed by Bernstein in 2006 [11]. It is based on
arithmetic on the elliptic curve E : y2 = x

3 + 486662x2 + x

defined over the field F2255�19.

2.1 The Montgomery ladder
Curve25519 uses a so-called di↵erential-addition chain pro-

posed by Montgomery [31] to multiply a point, identified
only by its x-coordinate, by a scalar. This computation

is highly regular, performs one ladder step per scalar bit,
and is relatively easy to protect against timing attacks; the
whole loop is often called Montgomery ladder. An overview
of the structure of the Montgomery ladder and the oper-
ations involved in one ladder-step are given respectively in
Algs. 1 and 2. The inputs and outputs xP , X1, X2, Z2, X3, Z3,
and temporary values Ti are elements in F2255�19. The per-
formance of the computation is largely determined by the
performance of arithmetic operations in this field.

Algorithm 1 Curve25519 Montgomery Ladder

Input: scalar k, and x-coordinate xP of a point P on E.
Output: (XkP , ZkP ) fulfilling xkP = XkP /ZkP

t = dlog2 k + 1e
X1 = xP ; X2 = 1; Z2 = 0; X3 = xP ; Z3 = 1
for i t� 1 downto 0 do

if bit i of k is 1 then
(X3, Z3, X2, Z2) ladderstep(X1, X3, Z3, X2, Z2)

else
(X2, Z2, X3, Z3) ladderstep(X1, X2, Z2, X3, Z3)

end if
end for
return (X2, Z2)

Algorithm 2 Single Curve25519 Montgomery Ladderstep

function ladderstep(X1, X2, Z2, X3, Z3)

T1  X2 + Z2

T2  X2 � Z2

T7  T

2
2

T6  T

2
1

T5  T6 � T7

T3  X3 + Z3

T4  X3 � Z3

T9  T3 · T2

T8  T4 · T1

X3  (T8 + T9)
Z3  (T8 � T9)

X3  X

2
3

Z3  Z

2
3

Z3  Z3 ·X1

X2  T6 · T7

Z2  121666 · T5

Z2  Z2 + T7

Z2  Z2 · T5

return (X2, Z2, X3, Z3)

end function

The biggest di↵erence between the two Curve25519 im-
plementations of Bernstein et al. presented in [13, 14] is
the representation of elements of F2255�19. Both implemen-
tations have the core part, the Montgomery ladder step, in
fully inlined, hand-optimized assembly. These core parts are
what we target for verification in this paper.

3. ARITHMETIC IN F2255�19 FOR AMD64
Arithmetic in F2255�19 means addition, subtraction, mul-

tiplication and squaring of 255-bit integers modulo the prime
p = 2255 � 19. No mainstream computer architecture o↵ers
arithmetic instructions for 255-bit integers directly, so op-
erations on such large integers must be constructed from
instructions that work on smaller data types. The AMD64
architecture has instructions to add and subtract (with and
without carry/borrow) 64-bit integers, and the MUL instruc-
tion returns the 128-bit product of two 64-bit integers, al-
ways in general-purpose registers rdx (higher half) and rax

(lower half).
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(lower half).

Arithmetic operations in Fp (p = 2255 - 19) 
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2
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The biggest di↵erence between the two Curve25519 im-
plementations of Bernstein et al. presented in [13, 14] is
the representation of elements of F2255�19. Both implemen-
tations have the core part, the Montgomery ladder step, in
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3. ARITHMETIC IN F2255�19 FOR AMD64
Arithmetic in F2255�19 means addition, subtraction, mul-

tiplication and squaring of 255-bit integers modulo the prime
p = 2255 � 19. No mainstream computer architecture o↵ers
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instructions that work on smaller data types. The AMD64
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tion returns the 128-bit product of two 64-bit integers, al-
ways in general-purpose registers rdx (higher half) and rax

(lower half).

Arithmetic operations in Fp (p = 2255 - 19) 

255-bit variables
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Arithmetic operations in Fp (p = 2255 - 19) 

255-bit variables

T9 ≡ T3T2 (mod p) 
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a rectangle with 51 bits is called a limb
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X = x42204 + x32153 + x22102 + x1251 + x0 

051102153
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Radix-251 Representation

5

X = x42204 + x32153 + x22102 + x1251 + x0 

Carries can be stored in the extra bits

051102153

X = 
204

x0

x1

x2

x3

x4

255

a rectangle with 51 bits is called a limb
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Multiplication (Radix-251)
• Compute R ≡ XY  (mod 2255-19) 

• The naive approach has three steps 

• Multiply 

• Reduce 

• Delayed carry 

• The efficient implementation merges Multiply and Reduce

6

X = x42204 + x32153 + x22102 + x1251 + x0 

Y = y42204 + y32153 + y22102 + y1251 + y0 

R = r42204 + r32153 + r22102 + r1251 + r0
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Multiply
• Compute T = XY 

• t0 = x0y0 

• t1 = x0y1 + x1y0 

• …

• t8 = x4y4 

• T has 9 limbs 

• A limb in T may have more than 64 bits

7

tiltih
ti

T = t82448 + t72357 + t62306 + t52255 + t42204 + t32153 + t22102 + t1251 + t0

T = 
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Reduce

• Compute S ≡ T  (mod 2255-19) 

• S has 5 limbs 

• A limb in S may have more than 64 bits 

• n2255 ≡ 19n (mod 2255-19)

8

T = t82448 + t72357 + t62306 + t52255 + t42204 + t32153 + t22102 + t1251 + t0 

S = 19t82153 + 19t72102 + 19t6251 + 19t5 + t42204 + t32153 + t22102 + t1251 + t0 

   = s42204 + s32153 + s22102 + s1251 + s0

255

× 19

T = 
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Delayed-Carry (Simplified)
• Compute R ≡ S  (mod 2255-19) 

• A limb in R has at most 52 bits

9

s0ls0h

051102153

S = 
204

s1ls1h

s2ls2h

s3ls3h

s4ls4h

255
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Delayed-Carry (Simplified)
• Compute R ≡ S  (mod 2255-19) 

• A limb in R has at most 52 bits

9

s0ls0h

051102153

S = 
204

s1ls1h

s2ls2h

s3ls3h

s4ls4h × 19 and do again

255
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The Implementation

10

… 
mulrax = *(uint64 *)(xp + 0) 
(uint128) mulrdx mulrax = mulrax * *(uint64 *)(yp + 0) 
carry? r0 += mulrax 
mulr01 += mulrdx + carry 
… 
mulrax = *(uint64 *)(xp + 8) 
(uint128) mulrdx mulrax = mulrax * *(uint64 *)(yp + 0) 
carry? r1 += mulrax 
mulr11 += mulrdx + carry 
… 
mulr01 = (mulr01.r0) << 13 
r0 &= mulredmask 
…

• Sequential 
• Bit-vector operations 
• Good for SMT solvers
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SAT

• Satisfiability of Boolean expressions (usually in CNF) 

• Can be effectively solved by modern SAT solvers 

• minisat 

• glucose 

• lingeling

11

(a ∨ b) ∧ (¬b ∨ c) ∧ (a ∨ d)
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SMT

• Satisfiability modulo theories 

• A Boolean variable corresponds to an expression under a 
theory 

• SMT solvers 

• Z3, Boolector, MathSAT, STP, Yices

12

(a[0] = 1) ∧ (3.07 + f1 < f2) ∧ ((b1 & b2) << 2 = b3)
array floating point bit-vector
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Hybrid Methodology

13

qhasm

Annotated 
qhasm Translator Verification 

conditions

SMT Solver

Correct

Counterexample

Proof 
Assistant

Unknown
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Annotation
• Hoare logic style annotation: { P } C { Q } where 

• P: the precondition 

• C: the program 

• Q: the postcondition 

• { P } C { Q } is valid ↔ for every initial state s satisfying P, 
if C runs from s and ends with a final state t, then t satisfies 
Q

14



FLOLAC 2017 Software Verification with Satisfiability Modulo Theories

Translation

15

{x - 1 > 0} x := x - 1 {x > 0}

{x - 1 > 0} x := x - 1 {x > 0}

{ precondition } program { postcondition }
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Translation

16

{x - 1 > 0} x := x - 1 {x > 0}

{x0 - 1 > 0} x1 = x0 - 1 {x1 > 0}

1. Convert to SSA (Static Single Assignment) form
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Translation

17

{x - 1 > 0} x := x - 1 {x > 0}

(x0 - 1 > 0) ∧ (x1 = x0 - 1) ∧ (x1 > 0)

2. Make conjunction
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Translation

18

{x - 1 > 0} x := x - 1 {x > 0}

(x0 - 1 > 0) ∧ (x1 = x0 - 1) ∧ ¬(x1 > 0)

3. Take negation of the post-condition
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Translation

19

Unsatisfiable: Valid specification

Satisfiable: Counterexample found

{x - 1 > 0} x := x - 1 {x > 0}

(x0 - 1 > 0) ∧ (x1 = x0 - 1) ∧ ¬(x1 > 0)



Specification of Multiplication

20

{ 0 ≤ x0, x1, x2, x3, x4 < 252 ∧ 0 ≤ y0, y1, y2, y3, y4 < 252 } 
Multiply 
Reduce 

Delayed-Carry 
{ 
    R ≡ XY (mod 2255-19) ∧ 
    0 ≤ r0 < 252 ∧ 
    0 ≤ r1 < 252 ∧ 
    0 ≤ r2 < 252 ∧ 
    0 ≤ r3 < 252 ∧ 
    0 ≤ r4 < 252  

}



Specification of Multiplication

20

{ 0 ≤ x0, x1, x2, x3, x4 < 252 ∧ 0 ≤ y0, y1, y2, y3, y4 < 252 } 
Multiply 
Reduce 

Delayed-Carry 
{ 
    R ≡ XY (mod 2255-19) ∧ 
    0 ≤ r0 < 252 ∧ 
    0 ≤ r1 < 252 ∧ 
    0 ≤ r2 < 252 ∧ 
    0 ≤ r3 < 252 ∧ 
    0 ≤ r4 < 252  

}

Not proven!



FLOLAC 2017 Software Verification with Satisfiability Modulo Theories

Problems

• The SMT solver failed to verify the multiplication operation 

• { pre } multiplication { post } 

• Verify the three steps (multiply, reduce, carry) separately

21

⊢ { P } C1; C2 { R }

⊢ { P } C1 { Q } ⊢ { Q } C2 { R }
Seq



Specification of Multiplication 
Revisited

22

{ P } 
Multiply 
{ R1 } 
Reduce 
{ R2 } 
Delayed-Carry 
{ Q }



Specification of Multiplication 
Revisited

22

{ P } 
Multiply 
{ R1 } 
Reduce 
{ R2 } 
Delayed-Carry 
{ Q }

{ P } 
Multiply 
{ R1 }

{ R1 } 
Reduce 
{ R2 }

{ R2 } 
Delayed-Carry 
{ Q }



Specification of Multiplication 
Revisited

22

{ P } 
Multiply 
{ R1 } 
Reduce 
{ R2 } 
Delayed-Carry 
{ Q }

{ P } 
Multiply 
{ R1 }

{ R1 } 
Reduce 
{ R2 }

{ R2 } 
Delayed-Carry 
{ Q }



Specification of Multiplication 
Revisited

22

{ P } 
Multiply 
{ R1 } 
Reduce 
{ R2 } 
Delayed-Carry 
{ Q }

{ P } 
Multiply 
{ R1 }

{ R1 } 
Reduce 
{ R2 }

{ R2 } 
Delayed-Carry 
{ Q }

Good!



Specification of Multiplication 
Revisited

22

{ P } 
Multiply 
{ R1 } 
Reduce 
{ R2 } 
Delayed-Carry 
{ Q }

{ P } 
Multiply 
{ R1 }

{ R1 } 
Reduce 
{ R2 }

{ R2 } 
Delayed-Carry 
{ Q }

Good!
Not enough!



Simple but Failed

23

{ 0 ≤ xp[0], xp[8], xp[16] < 254 ∧ r11.r1 = 2 * xp[0]@128 * xp[8]@128 } 

rax = xp[0] 
rax <<= 1 
(uint128) rdx rax = rax * xp[16] 
r2 = rax 
r21 = rdx 

{ r21.r2 = 2 * xp[0]@128 * xp[16]@128 }

read memory
shift left

128-bit multiplication

x@n: extension of x to n bits

(qhasm syntax simplified)



Simple but Failed

23

{ 0 ≤ xp[0], xp[8], xp[16] < 254 ∧ r11.r1 = 2 * xp[0]@128 * xp[8]@128 } 

rax = xp[0] 
rax <<= 1 
(uint128) rdx rax = rax * xp[16] 
r2 = rax 
r21 = rdx 

{ r21.r2 = 2 * xp[0]@128 * xp[16]@128 }

Need more heuristics to reduce the complexity

read memory
shift left

128-bit multiplication

x@n: extension of x to n bits

(qhasm syntax simplified)



Heuristic 1 
- Split Conjunctions -

24

{ P } 
Code 
{ Q1 ∧ Q2 }

{ P } 
Code 
{ Q1 }

{ P } 
Code 
{ Q2 }



Heuristic 2 
- Delayed Extension -

25

R = (x@256 * y@256) 264 + …

R = (x@128 * y@128)@256 264 + …

R: 256-bit vector 
x, y: 64-bit vectors

x ) * (( y )

x ) * ((( y ))



Heuristic 2 
- Delayed Extension -

25

R = (x@256 * y@256) 264 + …

R = (x@128 * y@128)@256 264 + …

R: 256-bit vector 
x, y: 64-bit vectors

x ) * (0000…0000( y )0000…0000

x ) * ((( y ))



Heuristic 2 
- Delayed Extension -

25

R = (x@256 * y@256) 264 + …

R = (x@128 * y@128)@256 264 + …

R: 256-bit vector 
x, y: 64-bit vectors

x ) * (0000…0000( y )0000…0000

x ) * (00…00(( y ))00…00



Heuristic 2 
- Delayed Extension -

25

R = (x@256 * y@256) 264 + …

R = (x@128 * y@128)@256 264 + …

R: 256-bit vector 
x, y: 64-bit vectors

x ) * (0000…0000( y )0000…0000

x ) * (00…00(( y ))00…0000…00



Heuristic 3 
- Match Code -

26

{ P } 
rh.r1 = 19x0y1 
rh.rl += 19x1y0 
{ rh.rl = 19(x0y1 + x1y0) }

{ P } 
rh.rl = 19x0y1 
rh.rl += 19x1y0 
{ rh.rl = 19x0y1 + 19x1y0 }



Heuristic 4 
- Over-approximation -

27

{ 0 ≤ xp[0], xp[8], xp[16] < 254 ∧ r11.r1 = 2 * xp[0]@128 * xp[8]@128 } 

rax = xp[0] 
rax <<= 1 
(uint128) rdx rax = rax * xp[16] 
r2 = rax 
r21 = rdx 

{ r21.r2 = 2 * xp[0]@128 * xp[16]@128 }



Heuristic 4 
- Over-approximation -

27

{ 0 ≤ xp[0], xp[8], xp[16] < 254 ∧ r11.r1 = 2 * xp[0]@128 * xp[8]@128 } 

rax = xp[0] 
rax <<= 1 
(uint128) rdx rax = rax * xp[16] 
r2 = rax 
r21 = rdx 

{ r21.r2 = 2 * xp[0]@128 * xp[16]@128 }



Heuristic 4 
- Over-approximation -

27

{ 0 ≤ xp[0], xp[8], xp[16] < 254 ∧ r11.r1 = 2 * xp[0]@128 * xp[8]@128 } 

rax = xp[0] 
rax <<= 1 
(uint128) rdx rax = rax * xp[16] 
r2 = rax 
r21 = rdx 

{ r21.r2 = 2 * xp[0]@128 * xp[16]@128 }

Success: done 
Fail: prove the original one
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Experimental Results

28

Table 1: Verification of the qhasm code.
File Name Description # of limb # of MC Time

radix-264 representation

fe25519r64 mul-1 r = x ⇤ y (mod 2255 � 19), a buggy version 4 1 0m8.73s

fe25519r64 add r = x+ y (mod 2255 � 19)

Operations of
Algorithm 2

4 0 0m3.15s

fe25519r64 sub r = x� y (mod 2255 � 19) 4 0 0m16.24s

fe25519r64 mul-2 r = x ⇤ y (mod 2255 � 19), a fixed version of
fe25519r64 mul-1

4 19 73m55.16s

fe25519r64 mul121666 r = x ⇤ 121666 (mod 2255 � 19) 4 2 0m2.03s

fe25519r64 sq r = x ⇤ x (mod 2255 � 19) 4 15 3m16.67s

ladderstepr64 The implementation of Algorithm 2 4 14 0m3.23s

fe19119 mul r = x ⇤ y (mod 2191 � 19) 3 12 8m43.07s

mul1271 r = x ⇤ y (mod 2127 � 1) 2 1 141m22.06s

radix-251 representation

fe25519 add r = x+ y (mod 2255 � 19)

Operations of
Algorithm 2

5 0 0m16.35s

fe25519 sub r = x� y (mod 2255 � 19) 5 0 3m38.62s

fe25519 mul r = x ⇤ y (mod 2255 � 19) 5 27 5658m2.15s

fe25519 mul121666 r = x ⇤ 121666 (mod 2255 � 19) 5 5 0m12.75s

fe25519 sq r = x ⇤ x (mod 2255 � 19) 5 17 463m59.5s

ladderstep The implementation of Algorithm 2 5 14 1m29.05s

mul25519
r = x ⇤ y (mod 2255 � 19), a 3-phase implementation 5 3 286m52.75s

mul25519-p2-1 The delayed carry phase of r = x ⇤ y (mod 2255 � 19) 5 1 2723m16.56s

mul25519-p2-2 The delayed carry phase of r = x ⇤ y (mod 2255 � 19) with two sub-phases 5 2 263m35.46s

muladd25519 r = x ⇤ y + z (mod 2255 � 19) 5 7 1569m11.06s

re15319 r = x ⇤ y (mod 2153 � 19) 3 3 2409m16.89s

corresponding qhasm code fe25519r64 */fe25519 *. We are
able to reproduce a known bug in an old version of F2255�19

multiplication (fe25519r64 mul-1). A counterexample can
be found in seconds with a pair of precondition and postcon-
dition for the reduction phase. Verification time of squaring
is less than that of multiplication because (1) squaring is
simpler than multiplication which requires more low-level
multiplication operations, and (2) multiplication is verified
without the fourth heuristic to be introduced later in this
section, but squaring is verified with the heuristic.

The rows mul25519-p2-1 and mul25519-p2-2 are the re-
sults of verifying the delayed carry phase of mul25519, a
3-phase implementation of multiplication. The result shows
that if we add an additional midcondition to the delayed
carry phase of mul25519, the verification time of the de-
layed carry phase can be reduced from 2723 minutes to
263 minutes. In general, inserting more midconditions al-
lows lower verification time, with a cost of more manual
e↵orts. Besides mul25519 and qhasm code in the ladder
step, we also successfully verified (1) a 3-phase implementa-
tion of multiplication with addition (muladd25519), and (2)
implementations of multiplication over di↵erent finite fields
(fe19119 mul, mul1271, and re15319).

Note that all postconditions for the radix-264 are equali-
ties. Since Boolector can not verify modular congruence
relations in the radix-264 representation, we have to estab-
lish them in Coq. On the other hand, Boolector success-
fully verifies the modular congruence relation Q51

delay carry

for the radix-251 representation. Our Coq proof for the
radix-251 representation is thus simplified. The reason why
some congruence relations is verified in the radix-251 rep-
resentation is because we are able to divide P51D further
into smaller fragments. A few extra carry bits can not only
reduce the time for execution but also verification.

We found the following heuristics are quite useful to ac-

celerate verification. We cannot verify many of the cases
without them. First, we split conjunctions of postcondi-
tions, i.e., translate (|Q0|)P (|Q1 ^Q2|) to (|Q0|)P (|Q1|) and
(|Q0|)P (|Q2|). This reduces the verification time of the mul-
tiply phase of mul25519 from one day to one minute. Sec-
ond, we delay bit-width extension. For example, consider

a formula a

256
= b ⇤ c where a has 256 bits and b, c have 64

bits. Instead of extending b and c to 256 bits before the
multiplication, we first extend b and c to 128 bits, compute
the multiplication, and then extend the result to 256 bits.
Third, the sequence of mathematical operations in anno-
tations should match as much as possible the sequence of
operations executed in a program. For example, if a pro-
gram calculates the value of a variable r by adding 19x0y2

first, then 19x1y1, and finally 19x2y0, the annotation is bet-
ter written as r = (19x0y2 + 19x1y1) + 19x2y0 instead of
r = 19(x0y2+x1y1+x2y0) or r = 19x0y2+(19x1y1+19x2y0).
If we really need to prove r = 19(x0y2 + x1y1 + x2y0), it
can be done in Coq very easily with rewrite tactics given
the fact that r = (19x0y2 + 19x1y1) + 19x2y0. Fourth, we
over-approximate Boolector specifications by automati-
cally reducing logical variables and weakening preconditions
such that the specifications become easier to be proven.
The validity of an over-approximated specification guaran-
tees the validity of the original one, but not vice versa.
This heuristic can be viewed as program slicing with over-
approximation. To be more specific, given a specification���
Q

1
0 ^Q

2
0 ^ · · · ^Q

n
0

���
P (|Q1|), our translator automatically

removes logical variables that do not appear in Q1; it re-
moves Q

i
0 if some variable in Q

i
0 neither appears in Q1

nor gets updated in P . For example, given a Hoare triple���r = r1 ^ r1 = r0 + x ^ x  251
��� r+=y (|r = r1 + y|), this heu-

ristic produces (|r = r1|) r+=y (|r = r1 + y|) where (1) r1 =
r0 + x is removed because the logical variable r0 does not
appear in the postcondition, and (2) x  251 is removed
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radix-264 representation
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Operations of
Algorithm 2

4 0 0m3.15s
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fe25519r64 mul-2 r = x ⇤ y (mod 2255 � 19), a fixed version of
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4 19 73m55.16s
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ladderstepr64 The implementation of Algorithm 2 4 14 0m3.23s

fe19119 mul r = x ⇤ y (mod 2191 � 19) 3 12 8m43.07s

mul1271 r = x ⇤ y (mod 2127 � 1) 2 1 141m22.06s

radix-251 representation

fe25519 add r = x+ y (mod 2255 � 19)

Operations of
Algorithm 2

5 0 0m16.35s

fe25519 sub r = x� y (mod 2255 � 19) 5 0 3m38.62s

fe25519 mul r = x ⇤ y (mod 2255 � 19) 5 27 5658m2.15s

fe25519 mul121666 r = x ⇤ 121666 (mod 2255 � 19) 5 5 0m12.75s

fe25519 sq r = x ⇤ x (mod 2255 � 19) 5 17 463m59.5s

ladderstep The implementation of Algorithm 2 5 14 1m29.05s

mul25519
r = x ⇤ y (mod 2255 � 19), a 3-phase implementation 5 3 286m52.75s

mul25519-p2-1 The delayed carry phase of r = x ⇤ y (mod 2255 � 19) 5 1 2723m16.56s

mul25519-p2-2 The delayed carry phase of r = x ⇤ y (mod 2255 � 19) with two sub-phases 5 2 263m35.46s

muladd25519 r = x ⇤ y + z (mod 2255 � 19) 5 7 1569m11.06s

re15319 r = x ⇤ y (mod 2153 � 19) 3 3 2409m16.89s

corresponding qhasm code fe25519r64 */fe25519 *. We are
able to reproduce a known bug in an old version of F2255�19

multiplication (fe25519r64 mul-1). A counterexample can
be found in seconds with a pair of precondition and postcon-
dition for the reduction phase. Verification time of squaring
is less than that of multiplication because (1) squaring is
simpler than multiplication which requires more low-level
multiplication operations, and (2) multiplication is verified
without the fourth heuristic to be introduced later in this
section, but squaring is verified with the heuristic.

The rows mul25519-p2-1 and mul25519-p2-2 are the re-
sults of verifying the delayed carry phase of mul25519, a
3-phase implementation of multiplication. The result shows
that if we add an additional midcondition to the delayed
carry phase of mul25519, the verification time of the de-
layed carry phase can be reduced from 2723 minutes to
263 minutes. In general, inserting more midconditions al-
lows lower verification time, with a cost of more manual
e↵orts. Besides mul25519 and qhasm code in the ladder
step, we also successfully verified (1) a 3-phase implementa-
tion of multiplication with addition (muladd25519), and (2)
implementations of multiplication over di↵erent finite fields
(fe19119 mul, mul1271, and re15319).

Note that all postconditions for the radix-264 are equali-
ties. Since Boolector can not verify modular congruence
relations in the radix-264 representation, we have to estab-
lish them in Coq. On the other hand, Boolector success-
fully verifies the modular congruence relation Q51

delay carry

for the radix-251 representation. Our Coq proof for the
radix-251 representation is thus simplified. The reason why
some congruence relations is verified in the radix-251 rep-
resentation is because we are able to divide P51D further
into smaller fragments. A few extra carry bits can not only
reduce the time for execution but also verification.

We found the following heuristics are quite useful to ac-

celerate verification. We cannot verify many of the cases
without them. First, we split conjunctions of postcondi-
tions, i.e., translate (|Q0|)P (|Q1 ^Q2|) to (|Q0|)P (|Q1|) and
(|Q0|)P (|Q2|). This reduces the verification time of the mul-
tiply phase of mul25519 from one day to one minute. Sec-
ond, we delay bit-width extension. For example, consider

a formula a

256
= b ⇤ c where a has 256 bits and b, c have 64

bits. Instead of extending b and c to 256 bits before the
multiplication, we first extend b and c to 128 bits, compute
the multiplication, and then extend the result to 256 bits.
Third, the sequence of mathematical operations in anno-
tations should match as much as possible the sequence of
operations executed in a program. For example, if a pro-
gram calculates the value of a variable r by adding 19x0y2

first, then 19x1y1, and finally 19x2y0, the annotation is bet-
ter written as r = (19x0y2 + 19x1y1) + 19x2y0 instead of
r = 19(x0y2+x1y1+x2y0) or r = 19x0y2+(19x1y1+19x2y0).
If we really need to prove r = 19(x0y2 + x1y1 + x2y0), it
can be done in Coq very easily with rewrite tactics given
the fact that r = (19x0y2 + 19x1y1) + 19x2y0. Fourth, we
over-approximate Boolector specifications by automati-
cally reducing logical variables and weakening preconditions
such that the specifications become easier to be proven.
The validity of an over-approximated specification guaran-
tees the validity of the original one, but not vice versa.
This heuristic can be viewed as program slicing with over-
approximation. To be more specific, given a specification���
Q

1
0 ^Q

2
0 ^ · · · ^Q

n
0

���
P (|Q1|), our translator automatically

removes logical variables that do not appear in Q1; it re-
moves Q

i
0 if some variable in Q

i
0 neither appears in Q1

nor gets updated in P . For example, given a Hoare triple���r = r1 ^ r1 = r0 + x ^ x  251
��� r+=y (|r = r1 + y|), this heu-

ristic produces (|r = r1|) r+=y (|r = r1 + y|) where (1) r1 =
r0 + x is removed because the logical variable r0 does not
appear in the postcondition, and (2) x  251 is removed

Table 1: Verification of the qhasm code.
File Name Description # of limb # of MC Time

radix-264 representation

fe25519r64 mul-1 r = x ⇤ y (mod 2255 � 19), a buggy version 4 1 0m8.73s

fe25519r64 add r = x+ y (mod 2255 � 19)

Operations of
Algorithm 2

4 0 0m3.15s

fe25519r64 sub r = x� y (mod 2255 � 19) 4 0 0m16.24s

fe25519r64 mul-2 r = x ⇤ y (mod 2255 � 19), a fixed version of
fe25519r64 mul-1

4 19 73m55.16s

fe25519r64 mul121666 r = x ⇤ 121666 (mod 2255 � 19) 4 2 0m2.03s

fe25519r64 sq r = x ⇤ x (mod 2255 � 19) 4 15 3m16.67s

ladderstepr64 The implementation of Algorithm 2 4 14 0m3.23s

fe19119 mul r = x ⇤ y (mod 2191 � 19) 3 12 8m43.07s

mul1271 r = x ⇤ y (mod 2127 � 1) 2 1 141m22.06s

radix-251 representation

fe25519 add r = x+ y (mod 2255 � 19)

Operations of
Algorithm 2

5 0 0m16.35s

fe25519 sub r = x� y (mod 2255 � 19) 5 0 3m38.62s

fe25519 mul r = x ⇤ y (mod 2255 � 19) 5 27 5658m2.15s

fe25519 mul121666 r = x ⇤ 121666 (mod 2255 � 19) 5 5 0m12.75s

fe25519 sq r = x ⇤ x (mod 2255 � 19) 5 17 463m59.5s

ladderstep The implementation of Algorithm 2 5 14 1m29.05s

mul25519
r = x ⇤ y (mod 2255 � 19), a 3-phase implementation 5 3 286m52.75s

mul25519-p2-1 The delayed carry phase of r = x ⇤ y (mod 2255 � 19) 5 1 2723m16.56s

mul25519-p2-2 The delayed carry phase of r = x ⇤ y (mod 2255 � 19) with two sub-phases 5 2 263m35.46s

muladd25519 r = x ⇤ y + z (mod 2255 � 19) 5 7 1569m11.06s

re15319 r = x ⇤ y (mod 2153 � 19) 3 3 2409m16.89s

corresponding qhasm code fe25519r64 */fe25519 *. We are
able to reproduce a known bug in an old version of F2255�19

multiplication (fe25519r64 mul-1). A counterexample can
be found in seconds with a pair of precondition and postcon-
dition for the reduction phase. Verification time of squaring
is less than that of multiplication because (1) squaring is
simpler than multiplication which requires more low-level
multiplication operations, and (2) multiplication is verified
without the fourth heuristic to be introduced later in this
section, but squaring is verified with the heuristic.

The rows mul25519-p2-1 and mul25519-p2-2 are the re-
sults of verifying the delayed carry phase of mul25519, a
3-phase implementation of multiplication. The result shows
that if we add an additional midcondition to the delayed
carry phase of mul25519, the verification time of the de-
layed carry phase can be reduced from 2723 minutes to
263 minutes. In general, inserting more midconditions al-
lows lower verification time, with a cost of more manual
e↵orts. Besides mul25519 and qhasm code in the ladder
step, we also successfully verified (1) a 3-phase implementa-
tion of multiplication with addition (muladd25519), and (2)
implementations of multiplication over di↵erent finite fields
(fe19119 mul, mul1271, and re15319).

Note that all postconditions for the radix-264 are equali-
ties. Since Boolector can not verify modular congruence
relations in the radix-264 representation, we have to estab-
lish them in Coq. On the other hand, Boolector success-
fully verifies the modular congruence relation Q51

delay carry

for the radix-251 representation. Our Coq proof for the
radix-251 representation is thus simplified. The reason why
some congruence relations is verified in the radix-251 rep-
resentation is because we are able to divide P51D further
into smaller fragments. A few extra carry bits can not only
reduce the time for execution but also verification.

We found the following heuristics are quite useful to ac-

celerate verification. We cannot verify many of the cases
without them. First, we split conjunctions of postcondi-
tions, i.e., translate (|Q0|)P (|Q1 ^Q2|) to (|Q0|)P (|Q1|) and
(|Q0|)P (|Q2|). This reduces the verification time of the mul-
tiply phase of mul25519 from one day to one minute. Sec-
ond, we delay bit-width extension. For example, consider

a formula a

256
= b ⇤ c where a has 256 bits and b, c have 64

bits. Instead of extending b and c to 256 bits before the
multiplication, we first extend b and c to 128 bits, compute
the multiplication, and then extend the result to 256 bits.
Third, the sequence of mathematical operations in anno-
tations should match as much as possible the sequence of
operations executed in a program. For example, if a pro-
gram calculates the value of a variable r by adding 19x0y2

first, then 19x1y1, and finally 19x2y0, the annotation is bet-
ter written as r = (19x0y2 + 19x1y1) + 19x2y0 instead of
r = 19(x0y2+x1y1+x2y0) or r = 19x0y2+(19x1y1+19x2y0).
If we really need to prove r = 19(x0y2 + x1y1 + x2y0), it
can be done in Coq very easily with rewrite tactics given
the fact that r = (19x0y2 + 19x1y1) + 19x2y0. Fourth, we
over-approximate Boolector specifications by automati-
cally reducing logical variables and weakening preconditions
such that the specifications become easier to be proven.
The validity of an over-approximated specification guaran-
tees the validity of the original one, but not vice versa.
This heuristic can be viewed as program slicing with over-
approximation. To be more specific, given a specification���
Q
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0 ^Q
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0 ^ · · · ^Q

n
0

���
P (|Q1|), our translator automatically

removes logical variables that do not appear in Q1; it re-
moves Q
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0 if some variable in Q
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0 neither appears in Q1

nor gets updated in P . For example, given a Hoare triple���r = r1 ^ r1 = r0 + x ^ x  251
��� r+=y (|r = r1 + y|), this heu-

ristic produces (|r = r1|) r+=y (|r = r1 + y|) where (1) r1 =
r0 + x is removed because the logical variable r0 does not
appear in the postcondition, and (2) x  251 is removed
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re15319 r = x ⇤ y (mod 2153 � 19) 3 3 2409m16.89s

corresponding qhasm code fe25519r64 */fe25519 *. We are
able to reproduce a known bug in an old version of F2255�19

multiplication (fe25519r64 mul-1). A counterexample can
be found in seconds with a pair of precondition and postcon-
dition for the reduction phase. Verification time of squaring
is less than that of multiplication because (1) squaring is
simpler than multiplication which requires more low-level
multiplication operations, and (2) multiplication is verified
without the fourth heuristic to be introduced later in this
section, but squaring is verified with the heuristic.

The rows mul25519-p2-1 and mul25519-p2-2 are the re-
sults of verifying the delayed carry phase of mul25519, a
3-phase implementation of multiplication. The result shows
that if we add an additional midcondition to the delayed
carry phase of mul25519, the verification time of the de-
layed carry phase can be reduced from 2723 minutes to
263 minutes. In general, inserting more midconditions al-
lows lower verification time, with a cost of more manual
e↵orts. Besides mul25519 and qhasm code in the ladder
step, we also successfully verified (1) a 3-phase implementa-
tion of multiplication with addition (muladd25519), and (2)
implementations of multiplication over di↵erent finite fields
(fe19119 mul, mul1271, and re15319).

Note that all postconditions for the radix-264 are equali-
ties. Since Boolector can not verify modular congruence
relations in the radix-264 representation, we have to estab-
lish them in Coq. On the other hand, Boolector success-
fully verifies the modular congruence relation Q51

delay carry

for the radix-251 representation. Our Coq proof for the
radix-251 representation is thus simplified. The reason why
some congruence relations is verified in the radix-251 rep-
resentation is because we are able to divide P51D further
into smaller fragments. A few extra carry bits can not only
reduce the time for execution but also verification.

We found the following heuristics are quite useful to ac-

celerate verification. We cannot verify many of the cases
without them. First, we split conjunctions of postcondi-
tions, i.e., translate (|Q0|)P (|Q1 ^Q2|) to (|Q0|)P (|Q1|) and
(|Q0|)P (|Q2|). This reduces the verification time of the mul-
tiply phase of mul25519 from one day to one minute. Sec-
ond, we delay bit-width extension. For example, consider

a formula a

256
= b ⇤ c where a has 256 bits and b, c have 64

bits. Instead of extending b and c to 256 bits before the
multiplication, we first extend b and c to 128 bits, compute
the multiplication, and then extend the result to 256 bits.
Third, the sequence of mathematical operations in anno-
tations should match as much as possible the sequence of
operations executed in a program. For example, if a pro-
gram calculates the value of a variable r by adding 19x0y2

first, then 19x1y1, and finally 19x2y0, the annotation is bet-
ter written as r = (19x0y2 + 19x1y1) + 19x2y0 instead of
r = 19(x0y2+x1y1+x2y0) or r = 19x0y2+(19x1y1+19x2y0).
If we really need to prove r = 19(x0y2 + x1y1 + x2y0), it
can be done in Coq very easily with rewrite tactics given
the fact that r = (19x0y2 + 19x1y1) + 19x2y0. Fourth, we
over-approximate Boolector specifications by automati-
cally reducing logical variables and weakening preconditions
such that the specifications become easier to be proven.
The validity of an over-approximated specification guaran-
tees the validity of the original one, but not vice versa.
This heuristic can be viewed as program slicing with over-
approximation. To be more specific, given a specification���
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P (|Q1|), our translator automatically

removes logical variables that do not appear in Q1; it re-
moves Q
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0 neither appears in Q1

nor gets updated in P . For example, given a Hoare triple���r = r1 ^ r1 = r0 + x ^ x  251
��� r+=y (|r = r1 + y|), this heu-

ristic produces (|r = r1|) r+=y (|r = r1 + y|) where (1) r1 =
r0 + x is removed because the logical variable r0 does not
appear in the postcondition, and (2) x  251 is removed
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Operations of
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ladderstepr64 The implementation of Algorithm 2 4 14 0m3.23s
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mul1271 r = x ⇤ y (mod 2127 � 1) 2 1 141m22.06s
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corresponding qhasm code fe25519r64 */fe25519 *. We are
able to reproduce a known bug in an old version of F2255�19

multiplication (fe25519r64 mul-1). A counterexample can
be found in seconds with a pair of precondition and postcon-
dition for the reduction phase. Verification time of squaring
is less than that of multiplication because (1) squaring is
simpler than multiplication which requires more low-level
multiplication operations, and (2) multiplication is verified
without the fourth heuristic to be introduced later in this
section, but squaring is verified with the heuristic.

The rows mul25519-p2-1 and mul25519-p2-2 are the re-
sults of verifying the delayed carry phase of mul25519, a
3-phase implementation of multiplication. The result shows
that if we add an additional midcondition to the delayed
carry phase of mul25519, the verification time of the de-
layed carry phase can be reduced from 2723 minutes to
263 minutes. In general, inserting more midconditions al-
lows lower verification time, with a cost of more manual
e↵orts. Besides mul25519 and qhasm code in the ladder
step, we also successfully verified (1) a 3-phase implementa-
tion of multiplication with addition (muladd25519), and (2)
implementations of multiplication over di↵erent finite fields
(fe19119 mul, mul1271, and re15319).

Note that all postconditions for the radix-264 are equali-
ties. Since Boolector can not verify modular congruence
relations in the radix-264 representation, we have to estab-
lish them in Coq. On the other hand, Boolector success-
fully verifies the modular congruence relation Q51
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for the radix-251 representation. Our Coq proof for the
radix-251 representation is thus simplified. The reason why
some congruence relations is verified in the radix-251 rep-
resentation is because we are able to divide P51D further
into smaller fragments. A few extra carry bits can not only
reduce the time for execution but also verification.

We found the following heuristics are quite useful to ac-

celerate verification. We cannot verify many of the cases
without them. First, we split conjunctions of postcondi-
tions, i.e., translate (|Q0|)P (|Q1 ^Q2|) to (|Q0|)P (|Q1|) and
(|Q0|)P (|Q2|). This reduces the verification time of the mul-
tiply phase of mul25519 from one day to one minute. Sec-
ond, we delay bit-width extension. For example, consider

a formula a

256
= b ⇤ c where a has 256 bits and b, c have 64

bits. Instead of extending b and c to 256 bits before the
multiplication, we first extend b and c to 128 bits, compute
the multiplication, and then extend the result to 256 bits.
Third, the sequence of mathematical operations in anno-
tations should match as much as possible the sequence of
operations executed in a program. For example, if a pro-
gram calculates the value of a variable r by adding 19x0y2

first, then 19x1y1, and finally 19x2y0, the annotation is bet-
ter written as r = (19x0y2 + 19x1y1) + 19x2y0 instead of
r = 19(x0y2+x1y1+x2y0) or r = 19x0y2+(19x1y1+19x2y0).
If we really need to prove r = 19(x0y2 + x1y1 + x2y0), it
can be done in Coq very easily with rewrite tactics given
the fact that r = (19x0y2 + 19x1y1) + 19x2y0. Fourth, we
over-approximate Boolector specifications by automati-
cally reducing logical variables and weakening preconditions
such that the specifications become easier to be proven.
The validity of an over-approximated specification guaran-
tees the validity of the original one, but not vice versa.
This heuristic can be viewed as program slicing with over-
approximation. To be more specific, given a specification���
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sults of verifying the delayed carry phase of mul25519, a
3-phase implementation of multiplication. The result shows
that if we add an additional midcondition to the delayed
carry phase of mul25519, the verification time of the de-
layed carry phase can be reduced from 2723 minutes to
263 minutes. In general, inserting more midconditions al-
lows lower verification time, with a cost of more manual
e↵orts. Besides mul25519 and qhasm code in the ladder
step, we also successfully verified (1) a 3-phase implementa-
tion of multiplication with addition (muladd25519), and (2)
implementations of multiplication over di↵erent finite fields
(fe19119 mul, mul1271, and re15319).

Note that all postconditions for the radix-264 are equali-
ties. Since Boolector can not verify modular congruence
relations in the radix-264 representation, we have to estab-
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moves Q

i
0 if some variable in Q

i
0 neither appears in Q1

nor gets updated in P . For example, given a Hoare triple���r = r1 ^ r1 = r0 + x ^ x  251
��� r+=y (|r = r1 + y|), this heu-

ristic produces (|r = r1|) r+=y (|r = r1 + y|) where (1) r1 =
r0 + x is removed because the logical variable r0 does not
appear in the postcondition, and (2) x  251 is removed
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What Remains

• The translator may be incorrect 

• The SMT solver may be incorrect
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What Remains

• The translator may be incorrect 

• The SMT solver may be incorrect
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Could we provide higher guarantee?

Certify our verification approach in Coq
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Coq

• A proving assistant based on Calculus of Inductive 
Constructions (CIC) 

• Proofs in Coq are type checked

30
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Natural Numbers in Coq

31

Inductive nat : Set :=

  |  O : nat

  |  S : nat -> nat.

0: O

1: S O

2: S S O

3: S S S O
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Addition in Coq
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Fixpoint add n m :=

  match n with

  |  0 => m

  |  S p => S (p + m)

  end

Lemma plus_n_O : forall n:nat, n = n + 0.

Proof.

  …

Qed.

Lemma plus_comm : forall n m:nat, n + m = m + n.

Lemma plus_assoc : forall n m p:nat, n + (m + p) = (n + m) + p.
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What to be Certified?

• The qhasm translator ✔ 

• The SMT solver ✘ 

• Use Coq tactics with automatic proof generation

33
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Solving Polynomials

34

P0 = 0 ∧ P1 = 0 ∧ … ∧ Pn = 0 → ∃ k, x - y = k * p 

where P0, …, Pn are polynomials over integers

Can be solved automatically in Coq

John Harrison. Automating Elementary Number-Theoretic Proofs Using Gröbner Bases. CADE 2007.

Loïc Pottier. Connecting Groöner Bases Programs with Coq to do Proofs in Algebra, Geometry and Arithmetics.
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Done in Coq
• Formalize a simplified version of qhasm: bvCryptoLine 

• Translate bvCryptoLine programs with specifications to  

• polynomials via zCryptoLine (for algebraic properties) 

• SMT problems (for range properties) 

• Prove the translation is correct 

• Verify the solution to the polynomials

35
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New Approach Overview

36

Anonymous submission #665 to ACM CCS 2017

algebraic and range speci-
�cations in ��C�����L���

SSA form of algebraic and range
speci�cation in ��C�����L���

SSA form of algebraic spec-
i�cation in �C�����L���

polynomial equation entailment

S�������

range speci�cation

over�ow/under�ow check

SMT solvers

to SSA (Sec. 4.1)

to �C�����L��� (Sec. 4.2)

to entailment (Sec. 4.3)

solved by (Sec. 5.2)

solved by (Sec. 5.1)

Figure 1: The veri�cation�ow. Except the answers fromSMT
solvers, all the translations and the answers from S�������
are certi�ed by C��.

information about inputs and outputs in ��C�����L��� are speci-
�ed as Hoare triples [21]. Such a speci�cation is converted to static
single assignment form and then translated into (1) an algebraic
problem (called the modular polynomial equation entailment prob-
lem) [4, 20] via �C�����L��� with operations on Z, (2) a range
problem, and (3) the absence of program over�ows/under�ows. We
use the computer algebra system S������� to solve the algebraic
problem [19]. The proof assistant C�� is used to certify the cor-
rectness of translations, as well as solutions to algebraic problems
computed by S������� [12]. As range problems are hard to be
solved automatically with proof assistants, the range problem and
the absence of program over�ows/under�ows are veri�ed by SMT
(Satis�ability Modulo Theories) solvers. Correctness of the transla-
tion to SMT formulas is again certi�ed by C��. The results of SMT
solvers however are not certi�ed in our implementation. A fully
certi�ed integration of SMT solvers in C�� can be used to establish
the missing in the future [15].

We report case studies on verifying mathematical constructs
used in the X25519 ECDH key exchange protocol [9, 10]. For each
arithmetic operations (such as addition, subtraction, and multiplica-
tion) overGF(2255�19), their low-level real-world implementations
are converted to our domain speci�c language ��C�����L���man-
ually. We specify algebraic properties of mathematical constructs
in Hoare triples. Mathematical constructs are then veri�ed against
their algebraic speci�cations with our automatic technique. The
implementation of the Montgomery Ladderstep is veri�ed similarly.

We have the following contributions:

• We propose a domain speci�c language ��C�����L���
for modeling low-level mathematical constructs used in
cryptographic programs.

• We give a certi�ed veri�cation condition generator from
algebraic speci�cations of programs to the modular poly-
nomial equation entailment problem.

• We give a certi�ed translation from range problems and
over�ow/under�ow checks to SMT formulas.

• We verify arithmetic computation over a �nite �eld of
order 2255 � 19 and a critical program (the Montgomery
Ladderstep) automatically.

• To the best of our knowledge, our work is the �rst au-
tomatic and certi�ed veri�cation on real cryptographic
programs with minimal human intervention.

Related Work. Low-level implementations of mathematical con-
structs have been formalized and manually proved in proof assis-
tants [1–3, 24, 25]. A semi-automatic approach [13] has successfully
veri�ed a hand-optimized assembly implementation of the Mont-
gomery Ladderstep with SMT solvers, manual program annotation,
and a few C�� proofs. A C implementation of the Montgomery
Ladderstep has been automatically veri�ed with gfverif [11]. Re-
implementations of mathematical constructs in F* [16] have been
veri�ed using a combination of SMT solving and manual proofs.
Several cryptographic implementations in C and Java have been
automatically veri�ed by SAW to be equivalent to their reference
implementations written in Cryptol [28] but the correctness of ref-
erence implementations is not proven and the veri�cation results
are not certi�ed. The O���SSL implementations of SHA-256 and
HMAC have been formalized and manually proved in C�� [5, 6].
Synthesis of assembly codes for mathematical constructs has been
proposed in [17]. Although the synthesized codes are correct by
construction, they are not as e�cient as hand-optimized assembly
implementations.

This paper is organized as follows. After preliminaries (Section 2),
our domain speci�c language is described in Section 3. Section 4
presents the translation to the algebraic problem. A certi�ed trans-
lation from range and over�ow/under�ow checks to SMT formulas
plus a certi�ed solver for the algebraic problem are discussed in
Section 5. Section 6 contains experimental results. It is followed by
conclusions.

2 PRELIMINARIES
We write B = {� ,�} for the Boolean domain. Let N and Z denote
all natural numbers and all integers respectively. We use [n] to
denote the set {0, 1, . . . ,n} for n 2 N.

A monoidM = (M, �, ·) consists of a set M and an associative
binary operator · on M with the identity � 2 M . That is, � ·m =
m · � = m for everym 2 M . A group G = (G, 0,+) is an algebraic
structure where (G, 0,+) is a monoid and there is a �a 2 G such
that (�a) + a = a + (�a) = 0 for every a 2 G. The element �a is
called the inverse of a. G is Abelian if the operator + is commutative.
A ring R = (R, 0, 1,+,⇥) with 0 , 1 is an algebraic structure such
that

• (R, 0,+) is an Abelian group;
• (R, 1,⇥) is a monoid; and

2

{pa ∧ pr} Cbv {qa ∧ qr}

{paSSA ∧ prSSA} CbvSSA {qaSSA ∧ qrSSA}

{paSSA } CbvSSA {qaSSA}

{prSSA} CbvSSA {qrSSA}

paSSA ∧ CbvSSA → qaSSA
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Experimental Results
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fe25519_mul 1m31.21s

fe25519_sq 0m51.754s

fe25519_mul 5658m2.15s

fe25519_sq 463m59.5s

Certified:

Previous:


