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Annotated derivation

LASBrASE YUY —aaomra (asm)
A, A—>BFB /@

(X
AF(A—B)—B
HA— (A—B)—B (7&%

Label elements in contexts with (distinct) names.

Represent (assum) by the name of the assumption used.

Represent (—E) by juxtaposing the representations of its two
sub-derivations.

Represent (—1) by prefixing A v. to the representation of its
sub-derivation, where v is the name of the new assumption.
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Annotated derivation

(var)

x:A y:A—->BFy:A—B (var) x:A y:A—>BFx:A (a0p)
app

x:A y:A—>BFyx:B
x:AFAy.yx:(A—B)—B
FAx. A\y.yx:A—(A—B)—B

(abs)
(abs)

This is a typing derivation for the A-term Ax. A\y. y x!
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Simply typed A-calculus (a la Curry)

Let the set of types be the implicational fragment of PROP, i.e.,
the subset of the propositional language generated by variables and
implication only.

A \-term t is said to have type T under context I' exactly when,
using the following rules, there is a typing derivation of I' - ¢t : 7.

m(var) if (vit)el

Lviekt:r (abs) 'Ft:o—>1 I'kFs:o
I'FAvit:o—r I'kFts: 7

(app)
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Curry—Howard correspondence

Deduction systems and programming calculi can be put in
correspondence — a corresponding pair of a deduction system and
a programming calculus can be regarded as logical and
computational interpretations of essentially the same set of
syntactic objects.

Slogan: Propositions are types. Proofs are programs.

Natural deduction for full propositional logic corresponds to simply
typed A-calculus with constants: Defining the set of types to be
PROP, the derivations in natural deduction (the proofs) correspond
exactly to the well-typed A-terms (the programs).
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Unifying logic and computation

Martin-Lof's intuitionistic type theory was designed in the '70s to
serve as a foundation for intuitionistic mathematics. It is
simultaneously

= a computationally meaningful higher-order logic system and

= a very expressively typed functional programming language.

The dependently typed programming language Agda is
theoretically based on MLTT.
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Sets

Activities within type theory consist of construction of elements of
various sets (which we regard as synonymous with “types”).

= Note that element construction includes proving logical
propositions (when we use sets as propositions) and carrying
out general mathematical constructions (e.g., constructing
functions of type N — N).

Specification of sets is thus the central part of type theory.
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Set of sets

We assume that there is a set of sets named U (for “universe”), so
when we write down I' = A : U, this states that A is a set under
the assumptions in T'.

Rules of type theory are formulated such that whenever I' - t: A
it is also the case that I' - A : U.

Remark. Can we postulate U/ : U ? The answer was shown by
Girard to be no, because U : U leads to inconsistency.

We thus need to introduce a predicative hierarchy of universes
Uy, U1, .., up to infinity, and postulate U; : Ujy1.

In practice, however, we can forget about indexing and just assume
U : U, because there is an algorithm for inferring the indices.

11-7



Set specification

To specify each set, we first give three kinds of rules:

m Formation rule — what constitute the name of the set.

= Introduction rule(s) — how to construct (canonical) elements
of the set.

= Elimination rule(s) — how to deconstruct elements of the set
and transform them to elements of some other sets.

The fourth kind of rules will be introduced later today.
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Cartesian product types (conjunction)

= Formation:

FF?:U I‘I—B:U(XF)

FAxB: U
m Introduction:
I' Fa:A I' Hb:B
I''-(a,b): AxB

(x1)

= Elimination:
' -p:AxB
I' Hfstp: A

/\Y‘. ( smd ]), —F—;{ J))

I''Fp:AxB

EL
(<EL) ' sndp: B

(XER)
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Function types (implication)

= Formation:

I' HFA: U I' WB: U
rrAasB.u P
= [ntroduction:
' x:A+Ft:B
(=1

' FAx.t:A— B

= Elimination:
' Hf:A— B ' Fa: A
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Coproduct types (disjunction)

» Formation: o{a‘\'a _E&Tla/\_ a E: N
LEAU T EBU ' L&QHO\\JM]”

S EA+B:U fortc = Bt a b = Fithar b a

= Introduction:
LFa:A (+1L) Lrb:B (+IR) furecl (LL& =)= Ejlﬂ *

T F lefta: A+B T Frigntb: A+ B sumk (R et ])‘ Lo
= Elimination: ‘L ——a —

I'Fs:A+B T, x:AFI:C T, y:Brr:C f“”tL:/\Q—>°“J</~°f

T + casesof {left x. /; right y. r} : C Lgf@( * = Ridl+ %

Qtjlf 3 - Lelt a
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Empty type (falsity)
= Formation:

= |ntroduction: none

= Elimination:
' Fb: L

I' - absurd b: A

(LE)

Exercise. Which programs correspond to the proofs you
constructed last Thursday?
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Indexed families of sets as predicates
Mathematical statements usually involve predicates and
universal /existential quantification.

For example: “For every x : N, if x is not zero, then there exists
vy : N such that xis equal to 1 + y."

In type theory, a predicate on A can be thought of as having type
A — U — a family of sets indexed by the domain A. For example:

FAx. “if xiszerothen L else T": N — U

N— U

[
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Dependent product types (universal quantification)

= Formation: N E\\{Q"\%
' FA: U F,X:WI—B:Z/{(HF)
I' FII(x:A) By: U

_(TCXJN) -{_’:v.e/v\ r

= Introduction:
I' x:A+Ft:B
' FAx.t:II(x:A) B

(I11)

= Elimination:
I F f:I(x EE"’”‘F -G I o
r + fa: Bla/x] (1e)

d 4L Euew G2
Exercise. LetI' .= A:U,B: U, C: A — B — U. Derive

r D—Q: (II(x:A) II(y:B) Cxy) = II(y:B) II(x:A) Cxy
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Dependent sum types (existential quantification)

= Formation:
I'+A: U I', x:
. I FX(x:A : B
= Introduction: 4 Eoom €
''ka:A Tk b:Bla/x] =)
I F (a, b): Z(x:Q) %MNC
= Elimination: +
: : 'k p:X3(x:
P Fp:X(x:A)B (SEL) p (x M (SER)
I HFfstp: A T + sndp: B[fst p/x]

Exercise. LetT':=A:U,B: U, C: A — B — U. Derive

'k _:(2(p:AxB) C(fst p) (snd p)) —
Sketds S(x:A) S(y:B) Cxy

¢ E(F\L\B)C(ﬁ'r )(“«a(f)
’ﬁ’r; AxB oc:1£¢) A

Swel (
f“”(} C (’ﬁ’rkg ;E*Z()Skd( ZD
mew
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Exercises
letI':'=A:U,B: A— U, C:A— U. Find proof terms such
that the following are derivable:
I' b _:(II(x:A) BxxCx) + (II(y:A) By) x(II(z: A) Cz)
'k _:(2(x:A) Bx+Cx) < (Z(y:A) By)+(2(z:A) C=2)
What about
I - _:(II(x:A) Bx+Cx) < (II(y:A) By)+(II(z: A) C=z)
' F_:(Z(x:A) BxxCx) < (Z(y:A) By) x(2(z:A) Cz2)
?
NowletI':=A:U,B: U, R: A— B — U. Prove the axiom
of choice, i.e., find a proof term for
Tk _:(II(x:A) 2(y:B) Rxy) —
Y(f:A—= B)II(z:A) Rz(f2)
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Computation

LetI':'=A:U,B:A—=> U, C:A— U Try to derive
I - _:(II(p:Z(x:A) Bx) C(fst p)) = II(y:A) (By — Cy)
.. and you should notice a problem:

= Intuitively, A\f.Ay.Ab. f(y, b) does the job.
= However, f(y, b) has type C (fst (y, b)) rather than Cy.

We need to incorporate computation into typing.

6 LB
M:C(nfw(j,k)) 'fﬁ\‘(J,b):J €A éq)
(CQIA\I‘)

M..CJ
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Equality judgements

We introduce a new kind of judgement for stating that two terms
should be regarded as the same during type-checking:

I''Ft=u €A

Rules will be formulated such that wheneverI' - t =u € Ais
derivable, soareI' Ft: AandT' F u: A.
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Computation rules

For each set, (when applicable) we specify additional computation
rules stating how to eliminate an introductory term.

For example, for product types we have two computation rules:

' Fa: A F'_b:B(xCL) I'Fa:A ©T' -b:B
I' - fst(a,b) =a € A I' - snd(a, b)=b € B

(xCR)

This is the type-theoretic manifestation of Gentzen's inversion
principle saying that elimination rules should be justified in terms
of introduction rules.
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More computation rules

' x:AFt:B I'a:A
I' F (Ax.t)a=t[a/x] € B

(=€)

' Fa:A r Ff:A—=C Fl—g'B%C(CL)
I' - case(lefta)fg="fa €
(Q‘Q“t@\’&){(lrﬁ"xﬂ 'hj\/rtj‘/} /Q[‘l/x]
I' Fb:B rr-f:A—-=C ' -g:B—C
I' + case(right b) fg=gb € C

(+CR)
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More computation rules

' x:AFt:B ' -a:A

T (\x.f) a = t[ajx] € Bla/x] O

' -a:A I' - b: Bla/x]
I' - fst(a,b)=a € A

(=CL)

' Fa:A I' - b: Bla/x]
' - snd(a, b) = b € Bla/x]

(SCR)
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Congruence rules

We need a congruence rule for each constant we introduce:

' Fa=3a €A I -b="b €B
' -(a,b)=(a,b) e AxB

' -p=p € AxB ' -p=p € AxB

I' - fstp=fstp € A I' - sndp=sndp € B

' x:AkFt=t €8B
I FdXx.t=Xx.t' €¢ A= B

'+-f=f ¢ A—> B F''Fa=4a €A
' - fa=fa B

.. and similar rules for left, right, case, and absurd.
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Equivalence rules

Judgemental equality is an equivalence relation.
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Conversion rule

Once we establish that two sets are judgementally equal, we can
transfer terms between the two sets.

(conv)

I' Ft: A ' FA=B c¢lU
' -t:B
Exercise. Finish deriving
P _:(II(p:XAB) C(fst p)) —» II(x: A) (Bx = Cx)
(whereT':=A:U,B: A= U, C: A= U).
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More congruence rules

(We can state congruence rules for dependent products and sums
only after we have the conversion rule. Why?)

' Fa=a €A T F b=0b € Bla/x]
I''F(a,b)=(a,b) e E(x:A) B

I' Fp=p €X(x:A)B ' Fp=p €3X(x:A)B
I' Ffstp=fstp € A I'  snd p =snd p’ € B[fst p/x]

' x:AkFt=t €8B
I' FAx.t=Ax.t/ €Il(x:A) B

I Ff=f c¢l(x:A)B T Fa=a €A
I' v fa=1f"a € Bla/x]

111-25



Decidability of judgemental equality

Our judgemental equality is decidable: for any equality judgement
we can decide whether it has a derivation or not.

(As a consequence, typechecking is also decidable.)

Decidability is achieved by reducing terms to their normal forms
and see if the normal forms match.

There are various reduction strategies, and judgemental equality is
formulated without reference to any particular reduction strategy
— it captures the notion of computation only abstractly.
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Canonical vs non-canonical elements

Introduction rules specify canonical — or immediately recognisable
— elements of a set. A x i

A complex construction may no@. be irr]mediately recognisable as
belonging to a set, but as long as we can see that it computes to a
canonical element, we accept it as a non-canonical element of the
set.

Remark. It follows that all computations in type theory must
terminate, because from a non-canonical proof we should be able
to get a canonical one in finite time.

Property (canonicity). If - t: A, then - t = ¢ € A for some
canonical element c.
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Classical axioms from a type-theoretic perspective

We obtained a classical system NK by adding an inference rule to
NJ. The same could also be done for MLTT by introducing a new

constant:
I' HX:U

I' FLEMX : X4+ =X

(LEM)

Exercise. Find a proof term such that
A:UB:A—-UF _:(-II(x:A) =Bx) - X(y:A) By
is derivable.

We do not know how to formulate computation rules for LEM,
however. This breaks canonicity, and the type theory ceases to be
computationally meaningful.
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